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Synaptic circuits are highly sensitive to sensory experience during a critical period in early development. The
maturation of GABA inhibition in the visual cortex is suggested to be required for both the onset and closure
of the critical period for ocular dominance (OD) plasticity, although the underlying mechanism is unclear.
This study examines a model of a visual cortical cell to investigate the mechanism by which inhibitory
pathway regulates OD plasticity, through the competition between the groups of correlated inputs from two
eyes. We show that when feedforward inhibition is at a low level, the activity-dependent competition does
not arise. In the lack of competition, synaptic dynamics are monostable, which prevents the sensory
experience to be embedded into synaptic weights. When the feedforward inhibition becomes greater than a
threshold, the competitive interaction segregates the input groups into dominant and recessive ones. In this
case, the synaptic dynamics become bistable, which provides the synaptic pattern with the ability to reflect
sensory experience, opening the critical period. When the feedforward inhibition is further increased,
a strong stability of synaptic patterns makes it difficult to change according to input stimuli. Therefore,
it becomes difficult again for the synaptic weights to reflect the information about sensory stimuli, closing
the critical period. Our hypothesis suggests that the start and end of critical period plasticity may be

explained by the competitive dynamics of synapses, which is modulated by the feedforward inhibition.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The brain is organized by receiving sensory experience during a
restricted critical period [1]. Well-known examples are the effects of
modulating visual experience on the developing visual cortex [1]. The
deprivation of vision from one eye during a critical period shifts the
response of visual cortical cells to favor the inputs from the open eye.
In contrast, monocular deprivation (MD) before or after the critical
period does not significantly affect the response of the neurons.

Many studies have suggested that the timing of critical period is
regulated by the maturation of GABA inhibition [2-7] (| 7] for review).
When the maturation of inhibition is suppressed by the targeted
deletion of an isoform of the GABA synthetic enzyme, glutamic acid
decarboxylase (GADG65), the onset of ocular dominance (OD) plasti-
city is delayed until the inhibition level is pharmacologically recov-
ered [2]. Similarly, OD plasticity can be prematurely induced by
pharmacologically enhancing GABA function [3], suggesting the
existence of a threshold level of GABA to start visual plasticity.
Furthermore, recent experiments have shown that enhanced GABA
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inhibition not only can trigger the opening of critical period but also
contribute to its closure [8-12]. Suppression of GABA through the
infusion of an inhibitor of GABA synthesis mercaptopropionic acid, at
doses which do not affect the responsiveness of visual cortical cells,
can reactivate OD plasticity in the adult rats [9,10]. In addition,
exposure to enriched environment or treatment with a serotonin
reuptake inhibitor fluoxetine, which reduces intracortical GABA
inhibition, can recover plasticity [11,12]. These findings suggest that
there may exist two threshold levels of inhibition: a lower threshold
above which OD plasticity is expressed and a higher threshold above
which the ability of plasticity is suppressed [10].

Several studies using computational models have proposed a
role of GABA in regulating the onset of OD plasticity. A recent
study [13] suggests that GABA activity preferentially decreases the
synaptic efficacy of less coherent inputs, which contributes to
inducing an OD shift toward more coherent inputs. A study on
subplate circuits [14] also indicates that higher inhibition levels
may be necessary to induce an OD shift toward the non-deprived
eye during MD. Although these research proposes mechanisms
inducing the onset of OD plasticity in response to MD, it appears
difficult to extend the same mechanisms to explain the closure
of OD plasticity. One possibility is that the closure of critical period
may result from a gradual decline in neuronal activity through
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GABA maturation, which will act to prevent long-term potentia-
tion (LTP) and long-term depression (LTD) at cortical synapses
[15,16]. However, recent findings suggest that both LTP and LTD
occur in the adult visual cortex in vivo [17], implying that the
suppressive effect of GABA on OD plasticity seems difficult to be
simply explained by the reduction in the activity level.

In this study, we examine a simplified model of a visual cortical
cell to explain the mechanism by which GABA controls both the
onset and closure of the critical period of OD plasticity. In our model,
we hypothesized that the level of feedforward inhibition corresponds
to the level of GABAergic development. The model neuron receives
two groups of excitatory inputs conveying correlated activities, as in
a visual cortical cell receiving inputs from two eyes, and feedforward
inhibition mediated by GABA. The synaptic weights of the two input
groups are modulated by spike-timing-dependent plasticity (STDP)
[18,19], where the weight change depends on the precise timing of
pre- and postsynaptic spikes. We particularly investigate the synaptic
dynamics regulated by competition between the input groups, since
many experiments have suggested a key role of activity-dependent
competition in OD plasticity [1,20-22]. We show that a higher level
of feedforward inhibition induces competition, which generates
bistable synaptic pattern. The bistability provides synaptic weights
with an ability to reflect sensory experience of MD, opening the
critical period. However, a further higher level of feedforward
inhibition makes the synaptic patterns too stable to alter according
to sensory stimuli, closing the critical period. Our model may be
beneficial for understanding the mechanism to regulate the start and
end of the critical period, in a unified framework, through compe-
titive dynamics of synapses.

2. Methods

We use a leaky integrate-and-fire (LIF) neuron to model a visual
cortical cell [23]. The membrane potential V of the LIF neuron is
described as tm(dV /dt)=geq(Ejeak — V) +1 With 7p =20 ms, Ejeqi =
—74 mV, and g, =1 (the values of conductances are measured in
units of the leak conductance for all cases) [24]. When the
membrane potential arrives at a threshold value of —54 mV, the
neuron fires and the membrane potential is reset to —60 mV
following the absolutory refractory period of 1 ms. As shown in
Fig. 1, the neuron receives 1000 excitatory and 200 inhibitory
inputs. To model sensory inputs from two eyes to a visual cortical
cell, the excitatory inputs are divided into two groups of equal size
[25]. We consider that the excitatory inputs are of AMPA type,
while the inhibitory inputs are of GABA type. The conductances for
the excitatory and inhibitory inputs are described as g,,=
Goxewe e and gy =8inn(€/7inn)te ~ /7, respectively, where
Zoxc=0.015, zexc=5ms, g;,;,=0.005, and 7;,,=10ms [25]. w
denotes the synaptic weight for each excitatory input, which is
modified by STDP (see below).

Each group of excitatory inputs are activated by the retinal
activities for the corresponding eye (Fig. 1). Inhibitory inputs are
activated through pathways originating from excitatory inputs,
providing feedforward inhibition, which corresponds to the synap-
tic connection observed in animal visual cortex [26]. There is
evidence that, for sufficiently noisy conditions, as in the in vivo
state, the firing probability of a postsynaptic neuron is approxi-
mately proportional to the summation of the postsynaptic poten-
tials (PSPs) occurring in the neuron [27,28]. Therefore, we consider
that the activation timings of both excitatory and inhibitory inputs
are described by non-stationary Poisson processes, the rate of
which is determined by the PSPs [29]. With this assumption, the
activation rates of the two groups of excitatory inputs (r$*(t) and
r§(t)) and that of inhibitory inputs (r"(t)) are described by the
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Fig. 1. The model neuron receives inputs from two groups of excitatory (AMPA)
inputs and a group of inhibitory (GABA) inputs. Each group of excitatory inputs are
driven by the afferent inputs from the corresponding eye. Inhibitory inputs are
driven by the activities of excitatory inputs, providing feedforward inhibition. The
parameters of c. and ¢ decide the levels of afferent inputs and feedforward
inhibition, respectively.

following equations:
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Here, «(t) is a function describing the temporal change in PSPs, and
e(t) = (t/72)e~t/" with 7,=20ms for t>0 and &(t) =0 otherwise.
In Eq. (1), t{ is the arrival timing of the fth spike to the Ith group of

excitatory inputs from retinal ganglion cells, and t{ is determined
using Poisson spikes with a frequency of rj,,=5 Hz. The spike arrival
timings for the two groups of excitatory inputs are independent, and
therefore, the activation of the different groups are uncorrelated to
each other. The parameter c. is to determine the strength of afferent
inputs from retinal ganglion cells, and c. is set to be 0.5 unless
otherwise stated. r§*=75Hz is a component of the activation

frequency that corresponds to spontaneous activity. In Eq. (2), t{,xcj
is the fth activation timing of the ith excitatory synapse. Therefore, cf
is a parameter to decide a level of feedforward inhibition, which
corresponds to the maturation of GABA inhibition, especially of the
developing GABAergic innervation during critical period [30]. Nexc
(=500) is the number of excitatory inputs within each group, and
rith s the frequency corresponding to spontaneous activity for the
inhibitory inputs.

It has been suggested that homeostatic regulation may be
involved in preserving the overall input activities that drive visual
cortical neurons in early development [31]. Therefore, to maintain
the activation rate of presynaptic inputs independent of the
strength of feedforward connections cj the spontaneous activation
rate of inhibitory inputs was modified such that ri" = 10(1—c).
With this equation, the mean activation rate of inhibitory inputs is
kept at 10 Hz.

STDP was assumed to act on all the weights of excitatory inputs.
The change in the synaptic weight by STDP, Aw, is described as a
function of the interspike interval (ISI), At = tjosc — tpre, between the
pre and postsynaptic activities as follows [24]:

A exp(—At/z) (At>0)
—A_exp(At/z_) (At<O0) 3)
0 (At=0)

AW(AL) =
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In this equation, A, =0.003 and A_ =0.003/0.99 are the magnitude
of LTP and LTD, respectively, and z, =z_ =20 ms are the width of the
temporal window for STDP. The magnitude of LTD is slightly larger
than that of LTP, which is necessary to stabilize the postsynaptic
activity [25]. We assumed that the effects of STDP caused by all the
spike pairs are summed linearly. The magnitude of each weight is
limited by the upper and lower bounds (1 and 0, respectively).

3. Results

In order to examine the GABA-dependent mechanism for OD
plasticity, we investigated synaptic modification dynamics of a
visual cortical cell (Fig. 1) in response to MD. The effect of MD was
simulated by temporarily decreasing the value of c., the strength
of afferent activities conveyed from the retina, for the input group
corresponding to the deprived eye. To clearly examine the change

263

in the synaptic pattern dependent on which eye is deprived, we
used two times of deprivation for different eyes. This is reminis-
cent of the experiment using MD for one eye, which is followed by
reverse suture of the other eye [32]. As shown in Fig. 2(A), the
excitatory inputs of both groups were initially activated with the
same strength of afferent activities (c.=0.5). During the first
period of MD (100,000 s < t < 200,000 s), the afferent activity for
one group (denoted by black line) was deprived by decreasing the
value of c. to 0. The afferent activity for this group was restored
after the end of the first MD. For the second period of MD
(300,000 s < t < 400,000 s), the afferent activity for the opposite
group (denoted by red line) was removed. The afferent activity for
the two groups was maintained after the termination of the
second MD.

In Fig. 2 (B) (left column), the time courses of average weights
for the two input groups were plotted when the feedforward
inhibition is absent (¢;=0; Fig. 2 (B1)), at an intermediate level
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Fig. 2. The predicted effects of feedforward inhibition on the synaptic dynamics in response to MD. (A) The time courses of the strength of afferent activities c. for the two
groups of excitatory inputs are shown by the black and red lines. During each period of MD, the value of c. for the input group corresponding to the deprived eye is decreased
to 0. The first and second MD are applied to the input groups denoted by the black and red lines, respectively. (B) Left column: the temporal changes in the average weights
are shown for the two input groups. Center and right columns: the weight distributions of both the groups (500 inputs for each group) are shown by the black and red
symbols, for the cases after the first MD (center; t=250,000 s) and the second MD (right; t=450,000 s). The strength of feedforward inhibition cris 0 (B1), 0.5 (B2), or 1 (B3).
The line colors in (B) correspond to those in (A). The between-group competition does not arise in (B1), while the competition segregates the two groups into dominant and
recessive ones in (B2) and (B3). The switching in the dominant group by MD can and cannot occur in (B2) and (B3), respectively. (For interpretation of the references to color

in this figure legend, the reader is referred to the web version of this article.)
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(c/=0.5; Fig. 2 (B2)), or strong (c;=1; Fig. 2 (B3)). Without
feedforward inhibition (Fig. 2 (B1)), the synaptic weight for the
group deprived of afferent inputs was significantly weakened
during each period of MD, as in many experiments of OD plasticity
(e.g., [1]). However, after the end of MD, the two groups of inputs
rapidly converged to nearly the same average strength. In addition,
the weight distributions of both groups were almost identical after
the two periods of MD (Fig. 2 (B1), center and right), so that the
synaptic pattern could not reflect which group had received
deprivation in the past period of MD. In contrast, with a moderate
level of feedforward inhibition (Fig. 2 (B2)), the two input groups
were segregated into strong and weak ones, even in the absence of
MD, suggesting an existence of competitive interaction between
the different groups [24,25]. In this case, the dominant group was
switched during each period of MD such that the non-deprived
group becomes dominant, and furthermore, the results of switch-
ing was maintained even after the termination of MD. Therefore,
the weight distributions of the two input groups reflected which
group had received deprivation in a recent period of MD (Fig. 2
(B2), center and right).

Importantly, when the level of feedforward inhibition is further
increased (c;=1; Fig. 2 (B3)), the dominant group was not
switched by MD even though the competition segregates the
input groups, implying a higher stability of the synaptic pattern.
Therefore, the synaptic weights could not represent earlier input
experience by MD. In fact, for each input group, the weight
distributions following the two periods of MD were nearly the
same (Fig. 2(B3), center and right). These results indicate that an
adequate level of feedforward inhibition would be required for the
synapses to reflect the experience of earlier inputs, and a too low
or high level of feedforward inhibition may suppress the ability of
synapses to memorize the information about sensory experience.
Therefore, our model expects that an increase in the feedforward
inhibition from a low level will first initiate and then terminate the
experience-dependent plasticity, as shown in recent experiments
of OD plasticity [7,10].

We also performed simulations similar to Fig. 2, except that the
level of activity reduction by MD was modifiable (Fig. 3). As shown
in Fig. 3(A), the magnitude of afferent activity, c., for the deprived
group was decreased by the amount of Ac,, during each period of
MD. Thus, Ac. is a parameter to regulate the strength of input
deprivation by MD. Fig. 3 (B) shows a result of bifurcation analysis
by using ¢y and Ac. as two bifurcation parameters. When the
feedforward inhibition is smaller than a threshold value (~0.35),
the between-group competition does not arise, as in Fig. 2 (B1),
regardless of the value of Ac.. For an intermediate level of
feedforward inhibition (0.35 < c¢;< 0.7), the competition between
the groups emerges, although the consequence of MD depends on
the value of Ac.: a stronger level of deprivation (larger Ac.) causes
the switching in the dominant group during a MD period as in
Fig. 2(B2), whereas a weaker level of deprivation (smaller Ac.)
does not cause the switching, as in Fig. 2(B3). For further higher
level of feedforward inhibition (cy>0.7), the competition takes
place but the switching in the dominant group does not occur for
all Ac.. In Fig. 3(C), we showed the examples of synaptic weight
dynamics using three different levels of activity reduction
(Ac,=0.2 (C1), 0.3 (C2), or 0.4 (C3)) for an intermediate value of
¢r (¢;=0.6). A weaker level of input deprivation does not signifi-
cantly affect the weight dynamics and cannot cause the switching
in the dominant group (Fig. 3(C1)). In contrast, stronger input
deprivation induces the switching between the groups, and there-
fore, the weight distribution following MD can reflect the sensory
experience (Fig. 3(C2) and (C3)). Additionally, the timing at which
the switching occurs during MD is earlier for Fig. 3(C3) than for
Fig. 3(C2) (see vertical dashed lines in the two figures). This
finding suggests that the synaptic change in response to MD is

accelerated by increasing the strength of input modification. The
results here clearly suggest that an moderate level of feedforward
inhibition, combined with a stronger level of input deprivation
during a MD period, is required to embed the sensory experience
of MD into the synaptic weights.

To examine a mechanism for preventing the switch in the
dominant group for a high level of feedforward inhibition, we
investigated the firing statistics of the neuron with two different
levels of feedforward inhibition (¢;=0.4 in Fig. 4(A); ¢/=1 in Fig. 4
(B)). Both of ¢f values are selected to be large enough to elicit the
between-group competition. Just like the previous simulations
(Fig. 2(B2) and (B3)), after the input groups were separated into
dominant and recessive groups, the afferent input for the domi-
nant group was deprived, by decreasing c. to 0, to simulate the
effect of MD. Then, we calculated the correlation function between
the activity of each input group and that of postsynaptic cell
during the first 2000 s of the MD period, to examine the transient
dynamics in response to MD. The correlation function is defined as

C(At) = (sprE(t)Spost(f+At)>, (4)

where Spr(t) = Z,»Zfé(t—téxcwi) and Spose(t) = Zfﬁ(t—t{m[) denote
the spike trains for a group of excitatory inputs and the post-
synaptic cell, respectively. (x(t)) means the temporal average
of x(t).

The comparison between Figs. 4(A) and 4(B) clearly indicate
that the increase in ¢y values, from 0.4 to 1, can qualitatively
modify the shape of the correlation function for the group that has
been recessive before the MD period. For ¢;=0.4, the correlation
function for the initially recessive group is approximately sym-
metric with respect to At=0 (Fig. 4(A), red), whereas, for ¢;=1, the
value of correlation function is considerably smaller for At>0
than for At < 0 (Fig. 4(B), red). This is because, at larger c5 stronger
feedforward inhibition elicits hyperpolarizing currents in the
postsynaptic neuron just following excitatory inputs, which can
significantly decrease the probability of action potentials for
At> 0.

We have also calculated the synaptic drift (i.e., the temporally
averaged value of the rate of synaptic weight changes) [27,29] for
each group of excitatory inputs. The synaptic drift was obtained by
the convolution between the correlation function, for the pre- and
postsynaptic activities, and the STDP learning curve, [~_C(s)
Aw(s)ds, which was added with the net synaptic changes due to
the presence of upper and lower boundaries of synaptic weights.
As shown in Fig. 4 (C), the increase in ¢; was shown to produce a
switching in the sign of the synaptic drift for the two groups. For
the value of ¢; smaller than a threshold (~0.5), the synaptic drift
for the initially recessive group is positive (i.e., the average weight
increases), whereas the synaptic drift for the initially dominant
group is negative (i.e., the average weight decreases). Therefore,
the switching in the dominant group occurs by MD, as in the case
of Fig. 2(B2). In contrast, for crvalues larger than the threshold, the
synaptic drift for the initially dominant and recessive groups are
positive and negative, respectively; therefore, the switching in the
dominant group cannot occur, as in Fig. 2(B3). The change in
the synaptic drift dependent on ¢y may be partly explained by the
corresponding change in the correlation function shown in Figs. 4
(A) and 4(B). As mentioned above, larger ¢; significantly decreases
the value of correlation function, between the activity of the
initially recessive group and that of the postsynaptic cell, for
At > 0 more than At <0 (Fig. 4(B), red line). This change will act
to reduce the overall effects of the pre-post timing LTP than those
of the post-pre timing LTD in STDP, leading to a negative shift of
the synaptic drift for this input group. The argument here suggests
that the change in the synaptic dynamics in response to MD would
be attributable to the modulation of the temporal correlation
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Fig. 3. Bifurcation analysis of the synaptic dynamics in response to MD. (A) The time courses of the strength of afferent activities c. for the two groups of excitatory inputs.
During each MD period, the value of c. is decreased for the deprived group by an amount of Ac., which represents the level of input deprivation. (B) The synaptic dynamics
are examined for various values of Ac. and ¢;in response to MD. In the region represented as (B1), the competition between the groups does not occur (as in Fig. 2(B1)). In the
region denoted as (B2), the competition occurs and the dominant group can be switched by MD (as in Fig. 2(B2)). In the region denoted as (B3), the competition takes place
but the dominant group cannot be switched by MD (as in Fig. 2(B3)). (C) Examples of synaptic weight dynamics in response to MD for three cases of Ac. (Ac,=0.2 (C1), 0.3
(C2), or 0.4 (C3)) when ¢;=0.6. Left column: the time courses of the average weights are shown for the two input groups. The vertical dashed lines in (C2) and (C3) show the
timing at which the switching in the dominant group occurs during each MD period. Center and right columns: the weight distributions of both groups are represented by
the black and red symbols, for the cases after the first MD (center; t=250,000 s) and the second MD (right; t=450,000 s). The line colors in (C) correspond to those in (A).
The sensory experience of MD can be reflected into the weight distributions in (C2) and (C3), but not in (C1).
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in this figure legend, the reader is referred to the web version of this article.)

between the pre- and postsynaptic activities through feedforward
inhibition.

4. Discussion

In this study, we investigated a mechanism to both start and
end the critical period of OD plasticity through feedforward GABA
inhibition. We simulated a neuron model receiving correlated
activities from two groups of inputs, and examined how the
synaptic modification dynamics, in response to MD, can be
regulated by feedforward inhibition. Based on the simulations,
we propose a mechanism for the opening and closure of visual
plasticity, as shown in Fig. 5. In the precritical period (Fig. 5(A)),
due to a low level of feedforward inhibition, there does not exist
competition between the inputs originating from different eyes.
Thus, the two groups of inputs converge to the same weight
distribution in the absence of MD, as in Fig. 2(B1), meaning that
the synaptic pattern is monostable. In this case, the synaptic
weights do not have an ability to reflect the sensory experience
of MD. On the other hand, when the level of feedforward
inhibition becomes greater than a threshold (Fig. 5(B)), the
competitive interaction between the inputs from two eyes segre-
gates them into dominant and recessive ones. In this case, the
synaptic weight dynamics are bistable, because the synaptic
patterns where one group is dominant and the other group is
dominant are both stable, as depicted in Fig. 5(B1) and (B2).
During the critical period, at which the feedforward inhibition is at
a moderate level, which group becomes dominant depends on
which group has recently received deprivation as in Fig. 2(B2).

A Precritical period

Monostable

B Critical and postcritical period

Critical period
B —
[ —
Postcritical period

(B2)

Bistable

00000 OO00O
Fig. 5. Hypothesis of regulation of critical period plasticity by the competitive
dynamics of synapses. The postsynaptic neuron (black circles) receives two groups
of presynaptic inputs (white and gray circles), which are activated through the
retinal cell activities of different eyes. (A) In the precritical period, due to a lack of
competition between the inputs from two eyes, the two input groups have nearly
the same average strength. Since the weight pattern is monostable, the sensory
experience by MD cannot be embedded into the synaptic efficacies. (B) In the
critical and postcritical period, stronger feedforward inhibition elicits competition
between the inputs from two eyes, producing bistable synaptic patterns in (B1) and
(B2). During the critical period, the switching between the two synaptic patterns
occurs in response to MD, inducing experience-dependent OD plasticity. However,
after the critical period, the switching cannot occur because of a too strong stability
of each synaptic pattern, preventing OD plasticity.

Thus, the information about past sensory experience can be
embedded into the synaptic efficacies, inducing OD plasticity.
However, in the postcritical period, at which the feedforward
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inhibition is very strong, each of the synaptic patterns becomes
too stable to change by MD, as in Fig. 2(B3). Therefore, although
the synaptic dynamics are bistable, the modulation of input
stimuli by MD cannot control which group becomes dominant.
Therefore, the ability of synapses to reflect earlier sensory experi-
ence disappears, closing the critical period of OD plasticity.

It should be noted that our model does not indicate that the
absolute level of inhibition is the determinant of critical period
plasticity. In our model, the ratio of the feedforward to total
inhibitory currents, which is determined by c; plays a role in
regulating OD plasticity. Thus, we consider that the change in the
relative contribution of the feedforward pathway of inhibition,
rather than the total inhibitory activities, may be important to
control plasticity. This idea appears to be consistent with the fact
that not all GABA circuits are involved in visual plasticity [7,23].
An experiment using a knockin mutation to « subunits suggest
that the GABA circuits associated with «l-containing GABAa
receptors can selectively induce OD plasticity [6]. In addition,
given that many GABA, receptors including the a1 subunits are
located at somatic synapses, which receive connections from
parvalbumin (PV)-positive neurons [7,33], the localized GABA
circuits mediated by PV interneurons could play a key role in OD
plasticity. Since the PV cells are highly associated with the
feedforward inhibition in the thalamocortical and intracortical
circuits [34], it is conceivable that the contribution of feedforward
inhibition is particularly important to regulate visual plasticity, as
in our model.

Many studies suggested a role of activity-dependent competi-
tion in OD plasticity [1,20-22], as mentioned above. An important
evidence for the involvement of competitive mechanism is that
when the visions are deprived from both eyes at the same time
(i.e., binocular deprivation (BD)), the OD histogram is nearly the
same as that seen in normally reared animals and the cortical cell
responses are also quite normal [1,22]. This implies that the effects
of MD, which produce a bias in OD toward non-deprived eye, are
not simply explained by a disuse of the deprived eye, but
are attributable to the competitive interaction between the
unbalanced inputs from two eyes. Our hypothesis may give an
explanation for the requirement of competitive mechanism: the
activity-dependent competition is necessary to produce bistable
synaptic dynamics, as shown in Fig. 5(B). In addition, our model
seems to be consistent with the fact that the cortical circuit is
basically normal after BD, because fractions of the neurons having
preferences for one and the other eyes (as in Fig. 5(B1) and (B2))
do not alter in the lack of unbalance between the inputs from two
eyes. Furthermore, our hypothesis gives the following experimen-
tal prediction: when the strength of the deprivation of visual
inputs by MD is controllable (for example, by using semi-
transparent contact lens), the timing of the onset of critical period
basically does not depend on the strength of input deprivation,
whereas the timing of the closure of critical period strongly
depends on it, as shown in Fig. 3(B). This is because the onset of
the critical period depends on whether the bistable synaptic
pattern exists, whereas its closure relies on the increased stability
of synaptic patterns which counteracts the action of MD. The
viewpoint of synaptic dynamics, including bistability, would be
important to understand the mechanism of critical period and
design future experiments.

References

[1] T.N. Wiesel, Postnatal development of the visual cortex and the influence of
environment, Nature 299 (1982) 583-591.

[2] TK. Hensch, M. Fagiolini, N. Mataga, M.P. Stryker, S. Baekkeskov, S.F. Kash,
Local GABA circuit control of experience-dependent plasticity in developing
visual cortex, Science 282 (1998) 1504-1508.

[3] M. Fagiolini, T.K. Hensch, Inhibitory threshold for critical-period activation in
primary visual cortex, Nature 404 (2000) 183-186.

[4] J.L. Hanover, Z.J. Huang, S. Tonegawa, M.P. Stryker, Brain-derived neurotrophic
factor overexpression induces precocious critical period in mouse visual
cortex, J. Neurosci. 19 (1999) RC40.

[5] ZJ. Huang, A. Kirkwood, T. Pizzorusso, V. Porciatti, B. Morales, M.F. Bear,
L. Maffei, S. Tonegawa, BDNF regulates the maturation of inhibition and the
critical period of plasticity in mouse visual cortex, Cell 98 (1999) 739-755.

[6] M. Fagiolini, ].M. Fritschy, K. Low, H. Mohler, U. Rudolph, T.K. Hensch, Specific
GABAA circuits for visual cortical plasticity, Science 303 (2004) 1681-1683.

[7] TK. Hensch, Critical period plasticity in local cortical circuits, Nat. Rev.
Neurosci. 6 (2005) 877-888.

[8] C.N. Levelt, M. Hiibener, Critical-period plasticity in the visual cortex, Annu.
Rev. Neurosci. 35 (2012) 309-330.

[9] A. Harauzov, M. Spolidoro, G. DiCristo, R. De Pasquale, L. Cancedda,
T. Pizzorusso, A. Viegi, N. Berardi, L. Maffei, Reducing intracortical inhibition
in the adult visual cortex promotes ocular dominance plasticity, J. Neurosci. 30
(2010) 361-371.

[10] A. Sale, N. Berardi, M. Spolidoro, L. Baroncelli, L. Maffei, GABAergic inhibition
in visual cortical plasticity, Front. Cell. Neurosci 4 (2010) 10.

[11] A. Sale, J.FE. Maya Vetencourt, P. Medini, M.C. Cenni, L. Baroncelli, R. De Pasquale,
L. Maffei, Environmental enrichment in adulthood promotes amblyopia recovery
through a reduction of intracortical inhibition, Nat. Neurosci. 10 (2007) 679-681.

[12] J.E. Maya Vetencourt, A. Sale, A. Viegi, L. Baroncelli, R. De Pasquale, O.F. O'Leary,
E. Castren, L. Maffei, The antidepressant fluoxetine restores plasticity in the
adult visual cortex, Science 320 (2008) 385-388.

[13] SJ. Kuhlman, J. Lu, M.S. Lazarus, Z.J. Huang, Maturation of GABAergic inhibition
promotes strengthening of temporally coherent inputs among convergent
pathways, PLoS Comput. Biol. 6 (2010) e1000797.

[14] P.O. Kanold, CJ. Shatz, Subplate neurons regulate maturation of cortical
inhibition and outcome of ocular dominance plasticity, Neuron 51 (2006)
627-638.

[15] M.E. Bear, W.A. Press, B.W. Connors, Long-term potentiation in slices of kitten
visual cortex and the effects of NMDA receptor blockade, J. Neurophysiol. 67
(1992) 841-851.

[16] R. Malinow, ].P. Miller, Postsynaptic hyperpolarization during conditioning
reversibly blocks induction of long-term potentiation, Nature 320 (1986)
529-530.

[17] M. Tsanov, D. Manahan-Vaughan, Synaptic plasticity in the adult visual cortex
is regulated by the metabotropic glutamate receptor, mGLURS5, Exp. Brain Res.
199 (2009) 391-399.

[18] H. Markram, J. Lubke, M. Frotscher, B. Sakmann, Regulation of synaptic efficacy
by coincidence of postsynaptic APs and EPSPs, Science 275 (1997) 213-215.

[19] G.Q. Bi, M.M. Poo, Synaptic modifications in cultured hippocampal neurons:
Dependence on spike timing, synaptic strength, and postsynaptic cell type,
J. Neurosci. 18 (1998) 10464-10472.

[20] J.P. Rauschecker, W. Singer, Changes in the circuitry of the kitten visual cortex
are gated by postsynaptic activity, Nature 280 (1979) 58-60.

[21] CJ. Shatz, Impulse activity and the patterning of connections during CNS
development, Neuron 5 (1990) 745-756.

[22] J.A. Gordon, M.P. Stryker, Experience-dependent plasticity of binocular
responses in the primary visual cortex of the mouse, ]. Neurosci. 16 (1996)
3274-3286.

[23] 1. Sakurai, S. Kubota, M. Niwano, A model for ocular dominance plasticity
controlled by feedforward and feedback inhibition, IEICE Trans. Fundamentals
(2014) (In press).

[24] S. Song, K.D. Miller, L.F. Abbott, Competitive Hebbian learning through spike-
timing-dependent synaptic plasticity, Nat. Neurosci. 3 (2000) 919-926.

[25] S. Song, L.E. Abbott, Cortical development and remapping through spike
timing-dependent plasticity, Neuron 32 (2001) 339-350.

[26] A. Maffei, G. Turrigiano, The age of plasticity: developmental regulation of
synaptic plasticity in neocortical microcircuits, Prog. Brain Res. 169 (2008)
211-223.

[27] W. Gerstner, W.M. Kistler, Spiking Neuron Models, Cambridge University
Press, Cambridge, 2002.

[28] A.V. Poliakov, R.K. Powers, M.D. Binder, Functional identification of the input-
output transforms of motoneurons in the rat and cat, J. Physiol. 504 (1997)
401-424.

[29] R. Kempter, W. Gerstner, ]J.L.. van Hemmen, Hebbian learning and spiking
neurons, Phys. Rev. E 59 (1999) 4498-4514.

[30] B. Chattopadhyaya, G. Di Cristo, H. Higashiyama, G.W. Knott, S.J. Kuhlman,
E. Welker, Z]. Huang, Experience and activity-dependent maturation of
perisomatic GABAergic innervation in primary visual cortex during a postnatal
critical period, J. Neurosci. 24 (2004) 9598-9611.

[31] T.D. Mrsic-Flogel, S.B. Hofer, K. Ohki, R.C. Reid, T. Bonhoeffer, M. Hiibener,
Homeostatic regulation of eye-specific responses in visual cortex during
ocular dominance plasticity, Neuron 54 (2007) 961-972.

[32] A. Antonini, D.C. Gillespie, M.C. Crair, M.P. Stryker, Morphology of single
geniculocortical afferents and functional recovery of the visual cortex
after reverse monocular deprivation in the kitten, J. Neurosci. 18 (1998)
9896-9909.

[33] T. Klausberger, ].D.B. Roberts, P. Somogyi, Cell type- and input-specific
differences in the number and subtypes of synaptic GABAA receptors in the
hippocampus, J. Neurosci. 22 (2002) 2513-2521.

[34] A. Burkhalter, Many specialists for suppressing cortical excitation, Front.
Neurosci 2 (2008) 155-167.


http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref1
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref1
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref2
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref2
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref2
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref3
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref3
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref4
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref4
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref4
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref5
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref5
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref5
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref6
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref6
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref7
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref7
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref8
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref8
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref9
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref9
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref9
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref9
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref10
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref10
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref11
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref11
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref11
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref12
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref12
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref12
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref13
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref13
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref13
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref14
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref14
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref14
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref15
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref15
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref15
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref16
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref16
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref16
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref17
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref17
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref17
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref18
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref18
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref19
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref19
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref19
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref20
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref20
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref21
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref21
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref22
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref22
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref22
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref23
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref23
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref23
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref24
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref24
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref25
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref25
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref26
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref26
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref26
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref27
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref27
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref28
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref28
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref28
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref29
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref29
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref30
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref30
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref30
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref30
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref31
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref31
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref31
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref32
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref32
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref32
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref32
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref33
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref33
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref33
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref34
http://refhub.elsevier.com/S0925-2312(14)00734-6/sbref34

268

I. Sakurai et al. / Neurocomputing 143 (2014) 261-268

Ichiro Sakurai: Ichiro Sakurai was born in 1986. He
received the B.S. degree in Nagoya Institute of Technol-
ogy in 2009 and received M.S. degree and Ph.D. degree
in Tohoku University in 2011 and 2014, respectively. His
research topic includes a computational model of brain
network and synaptic plasticity.

Shigeru Kubota: Shigeru Kubota was born in 1972. He
received Ph.D. degree from Tokyo University in 2003.
He is now an associate professor in Yamagata Univer-
sity, and is engaged in studies on mathematical engi-
neering. His research topic includes a computational
model of cortical network and synaptic plasticity.

Michio Niwano: Michio Niwano was born in 1951. He
received Ph.D. degree from Tohoku University in 1980.
He is now a professor in Tohoku University, and is
engaged in studies on bioelectronics and nano-
electronics. His research topic includes the formation
of artificial neural networks and the analysis of biolo-
gical functions of living cells.



	The onset and closure of critical period plasticity regulated by feedforward inhibition
	Introduction
	Methods
	Results
	Discussion
	References




